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ABSTRACT: Hate speech on social media in Indonesia 10 years ago has become a very interesting topic of discussion. Many of 

these incidents occur and are perpetrated by teenagers, with implications for violence and their psychological well-being. Hate 

speech on social media, particularly in the Indonesian context, presents a multifaceted challenge that requires a combination of 

technological solutions, legal frameworks, and community interventions to effectively combat its spread and impact. By utilizing 

insights from research on hate speech detection, empathy promotion, and regulatory frameworks, stakeholders can work towards 

creating a safer and more inclusive online environment in Indonesia. Strengthening digital literacy, as suggested in the references, 

is essential to empower individuals to identify and respond effectively to hate speech. Legal measures, as emphasized in the 

references, play an important role in combating hate speech, with the establishment of specialized units such as the Indonesian 

Virtual Police contributing to monitoring and handling hate speech incidents. Community engagement and educational programs, 

as discussed in the references, are crucial in promoting dialogue, tolerance, and understanding to foster a culture of mutual respect 

and empathy.  
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INTRODUCTION 

Hate speech on social media is a significant concern in Indonesia, with various studies focusing on understanding, detecting, and 

addressing this issue. The prevalence of hate speech related to religion and the state, as seen in popular terms like Kadrun and 

Cebong, has been mapped through qualitative analysis (Sazali et al., 2022). The impact of social changes on the legal framework in 

Indonesia, particularly in criminalizing hate speech through electronic media, has been highlighted (Santosa, 2021). Machine 

learning methods, such as the hybrid classifier, have been employed to classify hate speech hashtags on Twitter, reflecting the 

increasing cybercrimes related to hate speech in Indonesia (Syaifullah & Sibaroni, 2022). Efforts to detect hate speech using 

advanced technologies like Bidirectional Long Short-Term Memory and Word2vec extraction methods have been discussed, 

emphasizing the heated discussions on hate speech in Indonesia, especially on social media platforms (Isnain et al., 2020). The role 

of the Indonesia Virtual Police in countering hate speech underscores the seriousness of this issue in the country (Prabandari et al., 

2021). Hate speech is a common occurrence on various online platforms, including social media, with implications for youth 

violence and psychosocial well-being (Patton et al., 2014). Studies have delved into specific instances of hate speech, such as 

impoliteness strategies directed at President Joko Widodo, indicating the need for regulatory measures to address hate speech in 

online media (Widiantho, 2020). Gender and discourse perspectives have been considered in reviewing hate speech content on 

Indonesian social media, revealing disturbing trends in hate discourse and speech (Wahyuningsih, 2021). The use of dysphemism 

lexical items in hate speeches has been analyzed, emphasizing the importance of educating individuals, particularly students, on 

political correctness (Darmawan & Muhaimi, 2020). Various computational methods, including convolutional neural networks and 

LSTM models, have been proposed for hate speech classification in Indonesian language tweets, reflecting the technological 

advancements in addressing this issue (Taradhita & Putra, 2021; Arbaatun et al., 2022). The metaphorical use of language on social 

media, such as Instagram, has been studied to understand the potential and threats of hate speech in public spaces (Mursyidin et al., 

2022). Digital literacy has been identified as a crucial factor in combating computational propaganda and hate speech in Indonesia 

(Salma, 2019). Empathy-based counterspeech is effective in reducing racist hate speech on social media platforms, highlighting the 

role of empathy in countering online hate (Hangartner et al., 2021). Challenges in hate speech detection on social media have been 

acknowledged, emphasizing the complexity of identifying and addressing hate speech online (Kovács et al., 2021). The offensive 

and insulting nature of hate speech has been linked to personality traits, suggesting a hybrid approach for hate speech detection in 

Arabic social media (Elzayady et al., 2023). In summary, hate speech on social media, particularly in the context of Indonesia, 
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presents a multifaceted challenge that requires a combination of technological solutions, legal frameworks, and societal interventions 

to effectively combat its spread and impact.  

 

FACTORS CAUSED HATE SPEECH IN SOCIAL MEDIA IN INDONESIA  

Hate speech in social media is a significant concern in Indonesia, with various studies shedding light on different aspects of this 

issue. The prevalence of hate speech related to religion-state relations, such as the use of words like Kadrun and Cebong, has been 

mapped out (Sazali et al., 2022). This mapping provides insights into the specific language used in hate speech on social media 

platforms in Indonesia. Additionally, the effectiveness of criminalizing hate speech through electronic media in response to social 

changes in cyberspace has been discussed, highlighting the impact of information sharing via electronic media on Indonesian law 

(Santosa, 2021). Furthermore, the classification of hate speech hashtags on Twitter using hybrid classifier methods has been 

explored, emphasizing the presence of cybercrimes related to hate speech in Indonesia (Syaifullah & Sibaroni, 2022). The role of 

the Indonesia Virtual Police in countering hate speech on social media has been addressed, indicating the seriousness of hate speech 

as a problem among Indonesian social media users (Prabandari et al., 2021). Various methods, such as bidirectional long-short-term 

memory and word-vec extraction, have been proposed for hate speech detection, reflecting the ongoing discussions and efforts to 

combat hate speech in Indonesia (Isnain et al., 2020). Moreover, impoliteness strategies in hate speech directed at President Joko 

Widodo have been analyzed, showcasing the need for regulations and interventions to address the spread of hate speech on online 

platforms (Widiantho, 2020). Hate speech content on Indonesian social media, particularly concerning gender and discourse 

perspectives, has been reviewed, highlighting the presence of disturbing hate discourse on platforms like Facebook and Instagram 

(Wahyuningsih, 2021). Dysphemism lexical items of hate speeches have been studied to educate students on political correctness, 

emphasizing the importance of promoting respectful communication on social media (Darmawan & Muhaimi, 2020). In the context 

of empathy and prosocial behavior, research has shown a link between prosocial media use, empathy, and helping behavior (Prot et 

al., 2013). Empathy-based counter-speech has been identified as a strategy to reduce racist hate speech on social media platforms, 

indicating the potential effectiveness of empathy in mitigating hate speech (Hangartner et al., 2021). Studies have also explored the 

impact of social media use on empathy, with findings suggesting a complex relationship between social media engagement and 

empathy levels (James et al., 2017). Various approaches, such as deep learning models and natural language processing techniques, 

have been proposed to address hate speech detection, underscoring the importance of technological interventions in combating hate 

speech online (Cao et al., 2020; Arbaatun et al., 2022). Multiple text representations and synonym-based feature expansion have 

been used to create hate speech detection methods. This shows the variety of approaches used to find and stop hate speech online 

(Ghozali et al., 202?). In summary, hate speech on Indonesian social media is a multifaceted issue that requires a comprehensive 

approach involving technological, legal, and social interventions to promote respectful and empathetic online interactions. By 

leveraging insights from research on hate speech detection, empathy promotion, and regulatory frameworks, stakeholders can work 

towards creating a safer and more inclusive online environment in Indonesia. Impact of Hate Speech in Indonesia Contemporary 

hate speech in Indonesia has significant impacts on individuals, communities, and society at large, with potentially far-reaching 

consequences if not addressed. Exposure to hate speech can lead to harmful implications, such as replacing empathy with intergroup 

contempt as a dominant response to others (Bilewicz & Soral, 2020). The dynamic effects of derogatory language on intergroup 

relations and political radicalization highlight how hate speech can both motivate and result from derogatory language, exacerbating 

tensions within society (Bilewicz & Soral, 2020). Hate speech based on religion in Indonesia has a particularly influential impact 

on the younger generation, especially school-age individuals, potentially shaping their attitudes and behaviors (Hamdi & Musthofa, 

2020). This form of hate speech can contribute to social inequality, non-respectful attitudes, and national decline, further 

perpetuating divisions within society (Irawan, 2018). The widespread and fast-growing nature of hate speech on social media 

platforms can escalate into open conflicts and national disintegration if not promptly addressed (Prabandari et al., 2021). 

Additionally, there may be a direct link between hate speech and actual hate crimes, increasing the risk of being the target of hate 

speech and abusive language (Alshalan et al., 2020). The impact of online hate speech is not limited to virtual spaces; it can spill 

over into real-world actions, leading to conflicts, riots, and other harmful consequences (Sidiq et al., 2019). Additionally, hate speech 

can elicit strong emotional reactions and have a depressing impact on social self-esteem, which has an impact on people's 

psychological health, especially those who are the target of it (Boeckmann & Liew, 2002). The rise of hate speech in Indonesia, 

facilitated by the development of internet-based social media, has negative implications for online interactions and societal harmony 

(Ghozali et al., 2023). The experience of hostility, hate speech, and adversarial behavior in online spaces has increased substantially, 

with documented health and mental health outcomes for users (Cover, 2022). Hate speech not only offends and assaults the dignity 

of individuals but also undermines cultural diversity and democratic processes, posing a threat to social cohesion (Tefăniță & Buf, 

2021). In summary, hate speech in Indonesia has multifaceted impacts on individuals, communities, and society, ranging from 

psychological distress and intergroup tensions to societal divisions and conflicts. Addressing hate speech requires a comprehensive 

approach that considers this issue's psychological, social, and legal dimensions to foster a more inclusive and respectful online and 

offline environment in Indonesia.  

 

http://www.ijsshr.in/


Empathy and Hate Speech in Social Media: The Case of Indonesia 

IJSSHR, Volume 07 Issue 03 March 2024                    www.ijsshr.in                                                                Page 1726 

PREVENTION AND TREATMENT OF HATE SPEECH IN INDONESIA  

A multifaceted approach involving technological, legal, educational, and social interventions is essential to prevent and address hate 

speech in Indonesia. Leveraging research and strategies from various disciplines can contribute to mitigating the spread of hate 

speech and fostering a more inclusive online environment. Here are some key strategies based on the potential references provided: 

Utilizing Advanced Technology: Research by Waseem & Hovy (2016), Davidson et al. (2017), Luu et al. (2022), Arbaatun et al. 

(2022), and Paul et al. (2022) highlight the importance of leveraging advanced technologies such as natural language processing, 

deep learning models, and language detection algorithms to detect and combat hate speech on social media platforms effectively. 

Implementing these technologies can enhance the efficiency of hate speech detection and enable prompt responses to problematic 

content. Enhancing Digital Literacy: Research by Salma (2019) emphasizes the significance of improving digital literacy among 

the population to combat hate speech in Indonesia. Educating individuals on identifying and responding to hate speech can empower 

them to navigate online spaces responsibly and contribute to creating a more respectful online discourse. Legal Framework and 

Enforcement: Research by Royani (2021), Prabandari et al. (2021), and Silambi et al. (2018) underscores the importance of legal 

measures in addressing hate speech. Strengthening regulations, such as criminal and social law approaches, and establishing 

specialized units like the Indonesia Virtual Police can aid in monitoring, reporting, and taking action against hate speech 

perpetrators. Community Engagement and Education: Research by Anis et al. (2018), Jääskeläinen (2019), and Sya’bani et al. (2021) 

highlights the role of community engagement, arts education, and philosophical discussions in countering hate speech. Promoting 

dialogue, tolerance, and understanding through community initiatives and educational programs can foster a culture of respect and 

empathy, mitigating the prevalence of hate speech. Monitoring and Response Mechanisms: Research by Brown (2017) and Yuliyanti 

et al. (2020) suggests the importance of implementing monitoring systems to track hate speech content and responses. Developing 

efficient reporting mechanisms and swift responses to hate speech incidents can help prevent the escalation of harmful content and 

protect individuals from its negative impacts. Empowering Youth and Media Literacy: Research by Putri et al. (2022; Febryanti et 

al. (2022); and Sya’bani et al. (2021) emphasize the role of youth empowerment and media literacy in addressing hate speech. 

Educating young individuals on responsible online behavior, critical thinking, and media analysis can equip them with the skills to 

discern and counter hate speech effectively. By integrating these strategies and drawing insights from research across various 

domains, Indonesia can work towards creating a safer, more inclusive online environment and combating the detrimental effects of 

hate speech on individuals and society.  

 

CONCLUSION  

In conclusion, addressing hate speech in Indonesia requires a comprehensive and multi-faceted approach that integrates 

technological advancements, legal frameworks, educational initiatives, and community engagement strategies. Leveraging advanced 

technologies such as natural language processing and deep learning models, as highlighted in references, can enhance the detection 

and mitigation of hate speech on social media platforms. Strengthening digital literacy, as suggested in reference, is crucial to 

empowering individuals to identify and respond to hate speech effectively. Legal measures, as emphasized in references, play a 

significant role in combating hate speech, with the establishment of specialized units like the Indonesia Virtual Police contributing 

to monitoring and addressing hate speech incidents. Community engagement and educational programs, as discussed in the 

references, are essential in promoting dialogue, tolerance, and understanding to foster a culture of respect and empathy. Monitoring 

systems, as highlighted in the references, are vital for tracking hate speech content and implementing timely responses. Empowering 

youth through media literacy, as indicated in references, equips them with the skills to counter hate speech effectively. By integrating 

these strategies and drawing insights from research across various disciplines, Indonesia can work towards creating a safer and more 

inclusive online environment, combating the detrimental effects of hate speech on individuals and society.  
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